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Two quantitative criteria are derived to evaluatemonocular cues in holographic stereograms.We find that the recon-
structionhas correctmonocular cueswhen thewhole scene is located in a so-called “monocular cues area”with com-
patiblemonocular andbinocular cues. In contrast, incorrectmonocular cues appearwhen the scene is in the other two
areas, namely, the “visiblemulti-imaging area” and the “lacking information area.”Apupil-function integral imaging
algorithmisdeveloped to simulatemonocularobservation, andaholographicprintingsystemis setup to fabricate full-
parallax holographic stereograms. Both simulations and experiments agreewith the criteria. © 2010Optical Society
of America
OCIS codes: 090.0090, 090.2870, 100.0100.

Holographic stereography [1,2], which is a hybrid of
holography and integral photography [3–5], is one of
the promising technologies for three-dimensional (3D)
display [6]. Considered as a convenient way to record
dynamic 3D objects, holographic stereography has at-
tracted extensive interest in the past decades [7,8].
Nevertheless, it is controversial whether the holographic
stereogram (HS) produces natural 3D images, because it
excludes information about depth and interference be-
tween neighboring points in a scene [9,10].
Human beings perceive 3D images using both physio-

logical and psychological cues [11]. The physiological
cues include binocular cues (such as convergence and
stereopsis) and monocular cues (MCs) (such as accom-
modation and monocular movement parallax). Both bi-
nocular cues and MCs are available in daily 3D scenes.
Most HSs provide correct binocular cues but incorrect
MCs because of the absence of some phase information.
This discrepancy sometimes causes visual fatigue [12].
Recently, several qualitative strategies have been pro-
posed to evaluate MC effects in multiview displays
[9,10,13,14]. For example, a group from Japan proposed
phase-added stereograms that converged to Fresnel
holograms [9], and an MIT group generated their panor-
amagram using controllable “wafels” [10]. However,
quantitative studies and experimental demonstrations
are still needed to verify the presence of MCs in the HS.
In this Letter, three kinds of regions on both sides of

the HS are defined by two quantitative criteria explicitly,
for the first time to the best of our knowledge. The lack-
ing information (LI) area is next to the HS, and its size
depends on the parameters of the HS. The MC and visible
multi-imaging (VMI) areas depend not only on the param-
eters of the HS but also on the locations of the objects.
The correct MCs appear when the whole scene falls in
the MCs area. The criteria have been validated by a pupil-
function integral imaging algorithm and optical experi-
ment of a full-parallax HS with correct MC effects.
In a hologram, a sharp point image is observed when

the eye focuses on point P [Fig. 1(a)]. Otherwise, a blurry
spot is observed. So the depth perception can be estimate

by naked eye. In an HS fabrication setup, there are usual-
ly a lens generating parallel beams and a beam-limit pin-
hole [see Fig. 4(a), for example]. The waves, radiated
from a point source, become a plane wave after the lens
and then a bundle of rays after the pinhole. When the eye
focuses on point P [Fig. 1(b)], the image point has the
same size as the pinhole (as well as the hogel). When
the eye defocuses, multiple spots will be observed due
to the discretization of hogels. It will cause an incorrect
blur gradient and may give an incorrect depth percep-
tion. However, if the distance between two adjacent
spots is less than the eye resolution, a big blurry spot
can be seen, which may enhance depth perception again.

Next, the quantitative criteria are derived to evaluate
MCs in the HS. Consider two adjacent hogels closed to a
scene point P [Fig. 1(c)]; we have

θ ¼ 2 arctan
γjzP − zF j − h

2zF
: ð1Þ

Here γ ¼ h=jdH − zP j; h is the size of the hogel; and zF , zP ,
and dH are the distances from the eye to the focus plane,

Fig. 1. (Color online) Images on retina when the eye focuses
on different distances through (a) a hologram and (b) an HS. (c)
Schematic diagram for the derivation of Eqs. (2) and (3).
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point P, and the HS, respectively. Note that Eq. (1) is ap-
plicable when point P is on either side of the HS. When
two adjacent points are undistinguishable, the angle θ is
less than the lateral resolution of the naked eye (for ex-
ample, 1:50, [15]). Hence, the range of zF is given by

zPγ=2 − 1
γ=2þ tan 0:750

< zF <
zPγ=2þ 1

γ=2 − tan 0:750
: ð2Þ

Moreover, in order to confirm the existence of MCs, at
least two ray bundles should enter the eye. So the lateral
distance t in front of the eye should be less than the pupil
diameter (for example, dpup ¼ 4 mm [16]), yielding

t ¼ zPγ þ h ≤ dpup: ð3Þ

Equations (2) and (3) are the quantitative criteria to
determine the properties (such as locations and sizes)
of the three areas. If Eq. (3) is not satisfied, the object
is located in the LI area. The number of ray bundles en-
tering the eye is insufficient, and a distinct (sometimes
discrete) image is observed wherever the eye focuses.
The MC area is defined when both equations are satis-
fied. If the eye focuses in the MC area, it has compatible
MCs and binocular cues. Furthermore, if Eq. (3) is satis-
fied but Eq. (2) fails, it is the VMI area of the HS. The eye
perceives multiple parallax images due to the wide se-
paration among these images.
Figure 2(a) shows three kinds of areas on both sides of

an HS (dH ¼ 500 mm). Each object outside of the LI area
has an MC area, in which the correct MCs are obtained.
When there is more than one object in the 3D scene,
one should put each object inside the intersection of the
MC areas of all the objects, so that the correct MCs are
obtained wherever the eye focuses in the scene. As a re-
sult, theMCareaof thewhole scene is nomore than that of
each object [see, e.g., light-blue square c in Fig. 2(b)]. We
also find that the LI area can be diminished by reducing dH
[Fig. 2(b)] orh (results not shown). In principle, the LI area
vanishes as h goes to zero. However, making extremely
small h is challenging in the fabrication. In addition, the
space–bandwidth product of a hogel should be large en-
ough to satisfy the sampling theorem. Therefore, appro-
priate parameters need to be chosen so that one can
fabricate HS with better MCs.
To demonstrate MCs, a method based on integral ima-

ging is developed to simulate what the eye sees through
an HS. Since the eye cannot see the entire elemental

image (EI), a spatial-dependent pupil function Pij is
introduced [see Fig. 3(a)]:

Pijðx; y; zF Þ ¼
�
1; ðx − xoiÞ2 þ ðy − yojÞ2 < a
0; otherwise

: ð4Þ

Here, a ¼ ðzF − dHÞdpup=2dH , xoi ¼ xe þ zFðxui − xeÞ=dH ,
and yoj ¼ ye þ zF ðyuj − yeÞ=dH ; ðxe; yeÞ and ðxui; yujÞ are
the central coordinates of the eye pupil and the ði; jÞth
hogel, respectively; and ðx; yÞ is the Cartesian coordinate
of the focus plane. Then the intensity on the retina can be
calculated by summation and average of the EIs:

Iðx; y; zF Þ ¼
1

Nsðx; y; zF Þ
XNx

i¼1

XNy

j¼1

M ½Eijðx; yÞ�Pijðx; y; zF Þ;

ð5Þ

where Eij is the unmagnified EI, M½·� is the magnified EI,
and Ns is the superposition number of each pixel for the
magnified EI in the pupil. Nx (Ny) is the number of EIs
that enter the eye in the xðyÞ direction. Here, the EIs are
generated by a ray-tracing method from a 3Dmesh model
obtained by using an image-based modeling algorithm
[17] or by a virtual computer-graphic model.

Our 3D scene contains five chess pieces. The king in
the front (the bishop in the back) is at zF ¼ 338ð403Þ mm.
The parameters of the HS are the same as those in Fig. 2,
so that the whole scene falls in the MC area [light-blue
square c in Fig. 2(b)]. The simulation images focusing
on the king [Fig. 3(b)] and the bishop [Fig. 3(c)] are

Fig. 2. (Color online) MC (light blue), LI (black), and VMI
(white) areas when (a) dH ¼ 500 mm and (b) dH ¼ 230 mm.
Here, h ¼ 0:5 mm. The light-blue square c, green bar d, and
the light-red bar e correspond to the 3D scenes in Figs. 3(b),
3(d), and 3(e).

Fig. 3. (Color online) (a) Schematic diagram of the pupil-
function integral imaging algorithm. (b)–(e) are four simulated
images on the retina. (b) and (c) show correct MC effects when
the king or the bishop is in focus, respectively. (d) shows the
VMI effect, while (e) shows the LI effect.
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presented. The bishop becomes out of focus when the
king is in focus and vice versa. This defocusing effect
further enhances depth sensation and produces the cor-
rect MC effect. However, when the eye focuses on the
VMI area, one has a VMI effect instead of a blur effect
[e.g., the horizontal edge line on the neck of the king be-
comes two visible lines in Fig. 3(d)]. Note that such an
effect will be substantial if the object has high-spatial-
frequency textures. As a result, if the scene depth is
so large that some objects are located outside of the MC
area, the VMI effect makes the reconstructed image ap-
pear unnatural. In addition, Fig. 3(e) shows the discrete
patterns in the reconstruction when the scene [light-red
bar e in Fig. 2(a)] falls in the LI area.
Figure 4(a) shows the HS printing system for the full-

parallax HS fabrication. A diffuser is placed on the front
focal plane of the lens. The HS is close to a mask with a
0:5 mm × 0:5 mm pinhole. The distance between the pin-
hole and the lens is less than a focal length. The laser
beam (532 nm), spatial light modulator (SLM), and step
motor are simultaneously controlled by a computer. In
the recording process, a serial EI is uploaded sequentially
onto the SLM, while the HS is translated step by step. The
same scene and parameters as those in Fig. 3(b) are used.
The complete HS is 50 mm × 50 mm with 100 × 100 ho-
gels. A Nikon D6 digital camera is used to take photos
focusing on different depths. Two representative pictures
are shown in Figs. 4(b) and 4(c) with focal distances of

340 and 400 mm, respectively, which correspond to the
cases in Figs. 3(b) and 3(c). The focal length and aperture
of the camera lens are 52 mm and f/5, respectively. A
sharp edge of the front king appears when it is in focus.
As the focal distance varies, the in-focus and out-of-focus
effects change smoothly and there is no VMI or discrete
patterns.

In conclusion, MCs in an HS are studied. The quanti-
tative criteria are derived to distinguish the MC area.
It enables us to choose parameters to ensure that the re-
construction has the correct MCs. The pupil-function in-
tegral imaging algorithm and the optical experiment are
used to demonstrate the criteria. In addition, our integral
imaging algorithm is also a potential evaluation method
in other multiparallax 3D displays.
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Fig. 4. (Color online) (a) Experimental setup of the HS print-
ing system. Optical reconstruction images when the eye focuses
on (b) the king and (c) the bishop. The parameters of the 3D
scene and the HS are the same as those in Fig. 3(b).
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